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ABSTRACT. Let¥s), ..., Xsy and &z, ..., &y be two sequences of monzero monic
polynomials with s, and 1; integer numbers satisfying the inequalities 1< sy < ...
o<sg<nand 1 <1y < ..o <1<+ P Necessary and sufficient conditions
are given for matvices A and B to exist such that: (i) B is an 1 + p squarve matvix
having A as principal n-squave block, (ii) the chavacteristic invariant chains of A and B
(namely oy, ..., o and By, ..., Boty) satisfy as; = Xs; and Bry = &y, for j=1, ..., q
and 1 =1, ..., t.
Note that no minimal polynomial ts prescribed.

1. Introduction

In this paper K denotes an arbitrary field and greek letters are
used to represent either monic polynomials in the variable A or poly-
nomial chains. A and B represent square matrices over K of orders
respectively n and n + p (n > 1 and p >0). Given two polynomials p.

and v we write w < : v to mean that p déwides v. Sometimes we will
use the following notation

inf (p, v): = ged (g, v) and sup (g, v): = lem (g, v),

where gcd and lem stand for greatest common divisor and least common
multiple.
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Recall that the characteristic invaviant factors of A are the inva-
riant factors of A I — A which we represent by oy, ..., 2, and are defi-
ned by

g % ... 0 = ged {minors of order k of A1 — A},

for k =1, ..., n. Obviously o, <:a, <:...<:a,. Similarly are defi-
ned the characteristic invariants of B, denoted by B, ..., Bop-

The sequence a: = (ay, ..., o) is called the characteristic invariant
chain of A, or simply the invariant chain of A.

Following [1] we also denote by o« the infinite sequence of inva-
riant factors (..., 1, 1, oy, o, ..., oy, O, O, ...) obtained from (ay, ..., o)
by adding to it an initial infinite string of I's and a final infinite string
of 0’s. Therefore we have o = (o : i€ Z), where

ai=11fi1i<1l; =0 {i>n; a <{:ayyq, forieZ.

Similarly, we name by invariant chain of B either the sequence
(81, Payp) or the infinite sequence B = (B; : i Z), where Bi=1if
1<1 and §i=0if i>n | p.

Generally speaking, a chain is a sequence of polynomials v = (yi:
1€Z), such that y; < : y;;;. The rank of a chain y is defined by

rank (y) : = inf {i : v, = O}.

For a given integer k and a given chain v with rank (v) =k, we
define the k — degree of y by

degg (v) 1 = 3 deg (1)

igk
A matrix A is said to be ¢ — dmbeddable in B if A is a principal
submatrix of a matrix B similar to B.

Let us fix once for all the following two sequences of nonzero
monic polynomials to be used in what follows:

(1.1) Ty oo Loy and Ee, oo, B,

where the s; and r; are fixed integers such that 1 <s, < ... < sq < m,
1<, <...<rt<n-+p Wealways assume that

Ls, <:i.. <: %, and &, <i.. <k,
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2. Some sets of chains
Let us denote by C the set of all chains
C:={r=M:v<: Y for all ieZ},
and define on C, in a natural way, the following partial ordering:
y<:8 if yi<: 3 forallieZ,
and the two operations
inf (v, 8): = (ged (v, d): 1€ Z), sup (y, 8): = (lem (y;, &):1e€Z).

With these two operations, C is obviously a complete lattice.
In C define the shifting operator of order s, for any integer s, by
the following convention:

Es v is the chain ¥’ with coordinates ;'@ = ¥iys.
Consider the following subset of C
={yeC : vy =1~ for =1 ..,q

where %, are the polynomials referred in (1.1). It is easily seen that,

given an arbitrary set of chains of C,, the infimum and the supremum

of this set also belong to C,. Thus C, is a complete sublattice of C.
Let ym and yM be the chams whose coordinates are given by

1 if i<Sl Xsl if i<51
= g i sy <4< sjyy 1= g Ly 1 sy <1 sk
|/Sqif sy <i 0 i sq<i

It is easy to prove the following:

ProrosiTioN 2.1. The chatn ym is the infimum of C., and yM s
X by X
the supremum of C,.
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A similar result can be proved for the set
Cg: ={8eC:8, =&, for k=1, .., .

As a matter of fact, if we define Zm and EM by

1if i< g, if i<,
& = B 1 T <1 <1y gl =1 &y if niy <i<ny
&, it 1 <i 0 if r<i

we have the following

ProposITION 2.2, The chain &M is the infimum of Ce¢ and EM is
the supremum of Cg.

The following set P (X, &) will play an important role in the sequel
(recall that p is a fixed nonnegative integer):

PLE: = {ly,8) 1 3 <iy < E" 5, yeCy, 5eCy.

THEOREM 2.3.  The set P (X, &) is nonempty if and only if the following
relations hold:

(2.1) Em < M and ym < E®EN,

Proof. Assume that there exists a pair (y, 3) in the set P (X, ).
Then it follows that

My <M Em < < EMand S <y << 0 EF S,

From these relations we obtain (2.1) by transitivity.

Conversely, assume (2.1) holds. Consider the chains y and 3 given
by y: =sup (3@, EM) and §: = sup (£m, E~* ym). Using (2.1) it can
be proved that (y, 8) belongs to P (X, £). We omit the details. @

In the sequel we shall use the following additional notations:

yO: =1inf (yM,E® EM) £0: = inf (EM, yM)
(2.2
i=sup (xm, M) B =sup (Em BT ym),
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In a natural way we define in P (%, £) a partial order relation by
(2, B) < : (v, 9) iff a < :yand B <: 8

It can be proved that P (X, £) is a complete sub-lattice of €, x Cg with
respect to this partial ordering. In particular the supremum and the
infimum of P (£, £) may be described in terms of the chains defined in
(2.2). This is the purpose of the following theorem whose proof we
omit.

THEOREM 2.4.  Assume P (L, £) is nonempty. Then (£, £9) and (X, )
are respectively the supremum and the infimum of P (X, &).

3. Main results

THEOREM 3.1. Let A and B be two square matrices of orders n and
n-p with characteristic invariant chains o and B, respectively. If a. € Cy,
BeCr and if A is c-imbeddable in B, then we have

(3.1) ym < o EPEM gnd EM < @ oym.

Proof. From the hypotheses and from the results in [1, 2] it follows
that the pair (a, B) belongs to P (X, £). Therefore, (3.1) follows from
Theorem 2.3. W

THEOREM 3.2. Under the conditions of Theorem 3.1 we have the
Jollowing degree inequalities:

(3.2) degy () <1 and degqrp (B) <n -+ D.

Proof. From the hypotheses it follows that rank («) = degy (#) =n
and rank (8) = degnyp (8) =n 4 p. Since (2, B) belongs to P (4, §)
it follows from Theorem 2.4 that »* < : « and £ < : 8. This yields
32). m

THEOREM 3.3. Assume that the scquences y, and & satisfy the con-
ditions (3.1) and (3.2). Then two matrices A and B exist such that A s
c-imbeddable in B, the charactevistic invariant chain of A belongs to Cy
and the characteristic invariant chain of B belongs to Ce.
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Proof.  Conditions (3.1) mean that P (X, %) is nonempty. We use
the infimum of P (X, £) given by (2.2) and Theorem 2.4 in the following
construction of two chains « and B:

o =X if 1< n; oy =X, and ;=0 ifi>n
Bi=& i j<ndp; Bup =i, and §; =0 if j>n -+ p.

[n these definitions of « and B, v and  are any polynomials such that
deg (v) =n — deg, () and deg(w) =n + p — degnp (29

Such polynomials exist because of (3.2). It is a simple matter to prove
that the pair («, ) belongs to P{X, ). The results in [1, 2] may again
be applied to conclude the proof.
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